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Last weeks

ADimension reduction

APrincipal components analysis

APrincipal components regression, partial least squares
ACorrespondence analysis



Today

Alntroduction to neural networks
AFeed-forward & deep neural networks
AEstimation / optimization
AConvolutional neural networks
ABattling the curse of dimensionality

Learning goal: getting started with & generating
understanding about (convolutional) neural networks



Introduction



Why should we learn this?

State-of-the -art performance on various tasks
AText prediction (your phone M keyboard)
AText mining (at the end of this course!)
AForecasting
AObject recognition
ASound recognition
ASpam filtering
Almage generation
AStyle transfer
Almage denoising
ACompression (dimension reduction)
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https://thispersondoesnotexist.com/



https://thispersondoesnotexist.com/




Compressed Data

Original Learned

mushroom S :> representation

Encode Decode

https://community.canvasims.com/t5/Canvas
Developers-Group/Canvas-LMS Cheat-Detection -
System-In-Python/m -p/118134
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AMNIST

AHandwritten digits
A28 * 28 pixels

A60 000 training
Images and 10 000
testing images
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So what Is a neural network?



Neural networks
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ANeural networks are a way to specify ")
AYou can display ") graphically

ALet® graphically represent linear regression!
qw) I w



Linear regression as neural net

Graphical representation o) | [
AParameters are arrows

AArrows ending in a node
are summed together

Alntercept is not drawn



