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Last week
• Neural networks
• Feed-forward neural networks
• Convolutional neural networks
• Estimation and optimization
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Today
• Text mining
• Pre-processing text data
• Vector space model

• Bag-of-Words
• Word embedding (next week)

• Topic modeling
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Introduction



Text mining
• Hearst (1999): “The discovery by computer of new, previously unknown 

information, by automatically extracting information from different written 
resources”.

• Wikipedia: Text mining, text data mining (TDM) or text analytics is the process 
of deriving high-quality information from text.
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ChatGPT



Why text mining?
• Text data is everywhere, websites (e.g., news), social media (e.g., X), databases 

(e.g., doctors’ notes), digital scans of printed materials, …

• A lot of world’s data is in unstructured text format
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Who was the best Friend?
https://rss.onlinelibrary.wiley.com/doi/epdf/10.1111/1740-9713.01574
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https://rss.onlinelibrary.wiley.com/doi/epdf/10.1111/1740-9713.01574


Did a poet with donkey ears 
write the oldest anthem 
in the world?
https://dh2017.adho.org/abstracts/079/079.pdf
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https://dh2017.adho.org/abstracts/079/079.pdf


Automatic detection of disease codes in 
cardiology discharge letters
https://www.nature.com/articles/s41746-021-00404-9

https://www.nature.com/articles/s41746-021-00404-9


Pre-processing Text Data



Text preprocessing 
• is an approach for cleaning text data and removing 

noises in the data.
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High dimensional data

• All possible words & phrases

Complex & subtle relationships in text

• ”Jumbo merges with Hema”

• “Jumbo is bought by Hema”

Ambiguity & context sensitivity

• car = automobile = vehicle

• kapsalon (hairdresser) or kapsalon (fast food)

Homographs: same words can mean different things

• Bat (sports, animal, …)

Synonyms

Misspellings

Abbreviations

Negations

Spelling variations

LANGUAGE!

Challenges



Typical steps
• Tokenization (“text”, “ming”, “is”, “the”, “best” , “!”)
• Stemming (“running”→“run”) or Lemmatization (“were”→“is”)
• Lowercasing (“And”→“and”)
• Stopword removal (“text ming is best!”)
• Punctuation removal (“text ming is the best”)
• Number removal (“infomda 2”→“infomda”)
• Spell correction (“ming”→“mining”)

Not all of these are appropriate at all times!
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Example Text mining is to identify useful information.

‘Text’, ‘mining’, ‘is’, ‘to’, ‘identify’, ‘useful’, ‘information’, ‘.’

‘text’, ‘mine’, ‘is’, ‘to’, ‘identify’, ‘use’, ‘inform’, ‘.’

‘text mine’, ‘mine is’, ‘is to’, ‘to identify’, ‘identify use’, ‘use inform’, ‘inform .’

‘text mine’, ‘to identify’, ‘identify use’, ‘use inform’

Vector Space Model

Tokenization

Stemming

Bigrams

Stopwords & punctuations

Vectorization
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Vector Space Model



Basic idea
• Text is “unstructured data”
• How do we get to something structured that we can 

compute with?
• Text must be represented somehow
• Represent the text as something that makes sense to 

a computer
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Vector space model
• Each document is represented as a vector

• Each dimension corresponds to some concept
• Each element (i.e., scalar) in the vector corresponds to a 

concept weight
• A vector can be high-dimensional (e.g., > 10,000)
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Simplest vector space model
• Documents are represented as vectors of terms

• Typically, terms are single words, keywords, n-grams, or phrases

• Each dimension (concept) corresponds to a separate term

𝑑 = (𝑤1, . . . , 𝑤𝑛)
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An illustration 
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Vectorization
• The process of converting text into numbers is called 

vectorization

• Distance between the vectors in this concept space
• Relationship among documents

22



VSM representations

Bag-of-Words

Topics

Embeddings

TF, TFiDF

Topic modeling, 
Clustering

Word2Vec, 
fasttext, 

transformers

High Dimensional, 
Sparse

Low Dimensional

Dense representation,
Distributional hypothesis 
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Bag-of-Words 
• Terms are words (more generally we can use n-grams) 
• Weights capture the occurrences/relevance of the 

terms in the document
• Binary
• Term Frequency (TF)
• Term Frequency inverse Document Frequency (TFiDF)
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Example (TF/binary)
Doc1: Text mining is to identify useful information.
Doc2: Useful information is mined from text.
Doc3: Apple is delicious.

Document-Term matrix (DTM):
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DTM in R
library(tm)
# prepare your data

df <- data.frame(document = c("Text mining is to identify useful information.",

                "Useful information is mined from text.",      
        "Apple is delicious."))

corpus <- VCorpus(VectorSource(df$document))

# convert to dtm
dtm <- DocumentTermMatrix(corpus,
            control = list(wordLengths = c(1, Inf),

             removePunctuation = TRUE))
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DTM in R
> inspect(dtm)

<<DocumentTermMatrix (documents: 3, terms: 11)>>
Non-/sparse entries: 16/17
Sparsity    : 52%
Maximal term length: 11
Weighting   : term frequency (tf)
Sample      :
    Terms
Docs apple delicious from identify information is mined mining text useful
   1     0         0    0        1    1  1     0      1    1      1
   2     0         0    1        0    1  1     1      0    1      1
   3     1         1    0        0    0  1     0      0    0      0
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TFiDF
• A term is more discriminative if it occurs a lot but only in fewer 

documents
• Relative term frequency: Let 𝑛𝑑,𝑡 denote the number of times the 

term t appears in the document d.
𝑇𝐹𝑑,𝑡 =

𝑛𝑑,𝑡
σ𝑖 𝑛𝑑,𝑖

• Let 𝑁 denote the number of documents and 𝑁𝑡 denote the 
number of documents containing term t.

𝐼𝐷𝐹𝑡 = 𝑙𝑜𝑔(
𝑁

𝑁𝑡
)

 TFiDF weight:
𝑤𝑑,𝑡 = 𝑇𝐹𝑑,𝑡 ⋅ 𝐼𝐷𝐹𝑡
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DTM in R (TFiDF)
dtm_tfidf <- DocumentTermMatrix(corpus,
                                control = list(weighting = weightTfIdf,

                                removePunctuation = TRUE,

                                wordLengths = c(1, Inf)))
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DTM in R (TFiDF)
> inspect(dtm_tfidf)

<<DocumentTermMatrix (documents: 3, terms: 11)>>
Non-/sparse entries: 13/20
Sparsity    : 61%
Maximal term length: 11
Weighting   : term frequency - inverse document frequency (normalized) (tf-idf)
Sample      :
    Terms
Docs     apple delicious      from  identify information     mined    mining       text        to     
useful
   1 0.0000000 0.0000000 0.0000000 0.2264232  0.08356607 0.0000000 0.2264232 0.08356607 0.2264232 
0.08356607
   2 0.0000000 0.0000000 0.2641604 0.0000000  0.09749375 0.2641604 0.0000000 0.09749375 0.0000000 
0.09749375
   3 0.5283208 0.5283208 0.0000000 0.0000000  0.00000000 0.0000000 0.0000000 0.00000000 0.0000000 
0.00000000
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N-grams in R
library(RWeka)

tokenizer <- function(x) {
  NGramTokenizer(x, Weka_control(min = 1, max = 2))
}
dtm_ngram <- DocumentTermMatrix(corpus,
           control = list(tokenize = tokenizer,
                   wordLengths = c(1, Inf)))

> colnames(dtm_ngram)
 [1] "apple"           "apple is"    "delicious"      "from"   "from text"    "identify"   
 [7] "identify useful“ "information“ "information is" "is"     "is delicious" "is mined"   
[13] "is to"           "mined"       "mined from"     "mining“ "mining is"    "text"       
[19] "text mining"     "to"          "to identify"    "useful" "useful information"
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Bag of words representations are often 
high dimensional!



Topic Modeling



Topic modeling?
• Statistical model for discovering the abstract "topics" that occur 

in a collection of documents. 
• The goal is to uncover hidden thematic structures in large 

collections of texts.
• Latent Dirichlet Allocation (LDA)
• Non-negative Matrix Factorization (NMF)
• Latent Semantic Analysis (LSA)
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Applications
• Dimensionality reduction
• Clustering
• Many other text mining tasks

• Tracking topic changes over time
• Uncovering new topics
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Latent Dirichlet Allocation



What is a topic in LDA?
• A probabilistic distribution over words
• A broad concept/theme, semantically coherent, which is 

hidden in documents
• e.g., politics; sports; technology; entertainment; education etc.
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What is a topic in LDA?
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Steyvers & Griffiths, 2007



Document as a mixture of topics
Topic  1

Topic m

Topic 2

…

government 0.3 
response  0.2
...

donate  0.1
relief 0.05
help 0.02 
...

city 0.2
new   0.1
orleans 0.05 
...

[ Criticism of government response to the hurricane primarily 
consisted of criticism of its response to the approach of the 
storm and its aftermath, specifically in the delayed response ] 
to the [ flooding of New Orleans. … 80% of the 1.3 million 
residents of the greater New Orleans metropolitan area 
evacuated ] …[ Over seventy countries pledged monetary 
donations or other assistance]. …
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The goal

Blei, D. M., Ng, A. Y., & Jordan, M. I. (2003). Latent Dirichlet allocation. the Journal of 

machine Learning research, 3, 993-1022.
https://dl.acm.org/doi/pdf/10.5555/944919.944937

https://dl.acm.org/doi/pdf/10.5555/944919.944937


Reality



General idea of LDA
• Key concepts

• Topic: a probabilistic distribution over words of a fixed vocab
• Document: a mixture of topics

• First, sample topics from some prior distribution
• Second, sample words from the selected topics’ distributions 

• Modelling
• Fit LDA to the data

• Compare the generated documents to the actual documents
• Improve through iterations

• Answer topic-related questions by computing various kinds of 
posterior distributions 
• e.g., p(sentiment(e.g., “happy”) | topic)
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LDA graphical model

Nd D

zi

wi

 (d)

 (j)




 (d)  Dirichlet()

zi  Discrete( (d) )

 
(j)  Dirichlet()

wi  Discrete( 
(zi) )

T

distribution over topics

for each document

topic assignment 

for each word

distribution over words for 

               each topic

(same as  j on the previous slides)

word generated from 

assigned topic

Dirichlet priors
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Illustration of Dirichlet distribution

45

α=50/T and β= 0.01 to work well with many different text collections.



LDA graphical model

Nd D

zi

wi

 (d)

 (j)




 (d)  Dirichlet()

zi  Discrete( (d) )

 
(j)  Dirichlet()

wi  Discrete( 
(zi) )

T

distribution over topics

for each document

topic assignment 

for each word
distribution over words for 

               each topic

(same as  j on the previous slides)

word generated from 

assigned topic

Dirichlet priors

Most approximate inference algorithms aim to infer  
from which other interesting variables can be easily computed 

),,|( 


wzp i
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LDA geometric interpretation
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LDA vs LSA
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Approximate inferences for LDA
• Deterministic approximation

• Variational inference 

• Expectation propagation 

• Markov chain Monte Carlo
• Full Gibbs sampler 
• Collapsed Gibbs sampler
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Topics learned by LDA
AP corpus
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Topic assignments
AP corpus
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Application of learned topics
• Document classification
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Polysemy with topics
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Polysemy with topics
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LDA in R
library(topicmodels)
# prepare your data
dtm <- DocumentTermMatrix(docs,

                          control = list(tolower = TRUE,
                                         removeNumbers = TRUE,
                                         removePunctuation = TRUE,
                                         stopwords = TRUE))

# LDA with 5 topics

out_lda <- LDA(dtm, k = 5, method= "Gibbs", control = list(seed = 321))
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LDA in R
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Conclusions

Text representations can be high-
dimensional!

Topic modelling can be a solution.



Practical
Create document-term matrices on BBC news 
dataset and apply LDA topic modeling.



Thanks!
q.fang@uu.nl



Additional information on LDA



Collapsed Gibbs sampling 
• Sample each zi conditioned on z-i

• Implementation: counts can be cached in two sparse matrices; no 
special functions, simple arithmetic

• Distributions on  and  can be analytic computed given z and w

All the other words 
beside zi









Tn

n

Wn

n
zP

i

i

i

i

i

d

d

j

z

z

w

ii
+

+

+

+


••

− )(

)(

)(

)(

),|( zw

Word-topic distribution Topic proportion
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Latent Dirichlet Allocation 
• Makes pLSA a fully generative model by imposing Dirichlet 

priors 
• Dirichlet priors over p(π|d)
• Dirichlet priors over p(w|θ)
• A Bayesian version of pLSA

• Provides mechanism to deal with new documents
• Flexible to model many other observations in a document
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LDA = Imposing Prior on PLSA
Topic coverage 

in document d

k

1

2 W

d,1

d, k

d,2

“Generating” word w 

in doc d in the collection

pLSA: 
Topic coverage d,j  is specific to each 
“training document”, thus can’t be 
used to generate a new document

𝑝( റ𝜃𝑖) = 𝐷𝑖𝑟𝑖𝑐ℎ𝑙𝑒𝑡( റ𝛽)

In addition, the topic word distributions 

{j } are also drawn from another  
Dirichlet prior  

)()( 


Dirichletp d =

LDA: 
Topic coverage distribution {d,j } for 
any document is sampled from a 
Dirichlet distribution, allowing for 
generating a new doc

{d,j } are regularized 

{d,j } are free for tuning 

Magnitudes of  and  

determine the variances of the prior,

thus also the concentration of prior

(larger  and   ➔ stronger prior)
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EM computation
𝑝(𝑛)(𝑧𝑖 = 1|𝑤𝑖) =

𝜆𝑝(𝑤𝑖|𝜃𝐺)

𝜆𝑝(𝑤𝑖|𝜃𝐺) + (1 − 𝜆)𝑝(𝑛)(𝑤𝑖|𝜃)

𝑝(𝑛+1)(𝑤𝑖|𝜃) =
𝑐(𝑤𝑖, 𝑑)(1 − 𝑝(𝑛)(𝑧𝑖 = 1|𝑤𝑖))

σ𝑤𝑗∈𝑣𝑜𝑐𝑎𝑏𝑢𝑙𝑎𝑟𝑦
𝑐(𝑤𝑗, 𝑑)(1 − 𝑝(𝑛)(𝑧𝑗 = 1|𝑤𝑗))

Word # P(w|G) Iteration 1 Iteration 2 Iteration 3 

P(w|) P(z=1) P(w|) P(z=1) P(w|) P(z=1) 

The 4 0.5 0.25 0.67 0.20 0.71 0.18 0.74 

Paper 2 0.3 0.25 0.55 0.14 0.68 0.10 0.75 

Text 4 0.1 0.25 0.29 0.44 0.19 0.50 0.17 

Mining 2 0.1 0.25 0.29 0.22 0.31 0.22 0.31 

Log-Likelihood -16.96 -16.13 -16.02 

 

Assume  = 0.5

Expectation-Step:
Augmenting data by guessing hidden variables

Maximization-Step:
 With the “augmented data”, estimate parameters
using maximum likelihood
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Some background knowledge
• Conjugate prior

• Posterior dist in the same 
family as prior

• Dirichlet distribution
• Continuous

• Samples from it will be the 
parameters in a multinomial 
distribution

Gaussian -> Gaussian
Beta -> Binomial
Dirichlet -> Multinomial
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Variants of topic models
• Smoothed LDA
• Correlated Topic Models
• Hierarchical Topic Models 
• Dynamic Topic Models
• Contextual Topic Models
• BERTopic
• And many more!


	Slide 1
	Slide 2: Last week
	Slide 3: Today
	Slide 4: Introduction
	Slide 5: Text mining
	Slide 6: ChatGPT
	Slide 7: Why text mining?
	Slide 8: Who was the best Friend?
	Slide 9: Did a poet with donkey ears  write the oldest anthem  in the world?
	Slide 10: Automatic detection of disease codes in cardiology discharge letters
	Slide 11: Pre-processing Text Data
	Slide 12: Text preprocessing 
	Slide 13: Challenges
	Slide 14: Typical steps
	Slide 15: Example
	Slide 16: Vector Space Model
	Slide 17: Basic idea
	Slide 18
	Slide 19: Vector space model
	Slide 20: Simplest vector space model
	Slide 21: An illustration 
	Slide 22: Vectorization
	Slide 23: VSM representations
	Slide 24: Bag-of-Words 
	Slide 25: Example (TF/binary)
	Slide 26: DTM in R
	Slide 27: DTM in R
	Slide 28: TFiDF
	Slide 29: DTM in R (TFiDF)
	Slide 30: DTM in R (TFiDF)
	Slide 31: N-grams in R
	Slide 32: Bag of words representations are often high dimensional!
	Slide 33: Topic Modeling
	Slide 34: Topic modeling?
	Slide 35: Applications
	Slide 36: Latent Dirichlet Allocation
	Slide 37: What is a topic in LDA?
	Slide 38: What is a topic in LDA?
	Slide 39: Document as a mixture of topics
	Slide 40
	Slide 41: The goal
	Slide 42: Reality
	Slide 43: General idea of LDA
	Slide 44: LDA graphical model
	Slide 45: Illustration of Dirichlet distribution
	Slide 46: LDA graphical model
	Slide 47: LDA geometric interpretation
	Slide 48: LDA vs LSA
	Slide 49: Approximate inferences for LDA
	Slide 50: Topics learned by LDA AP corpus
	Slide 51: Topic assignments AP corpus
	Slide 52: Application of learned topics
	Slide 53: Polysemy with topics
	Slide 54: Polysemy with topics
	Slide 55: LDA in R
	Slide 56: LDA in R
	Slide 57: Conclusions  Text representations can be high-dimensional!  Topic modelling can be a solution.
	Slide 58: Practical
	Slide 59: Thanks! q.fang@uu.nl 
	Slide 60: Additional information on LDA
	Slide 61: Collapsed Gibbs sampling 
	Slide 62: Latent Dirichlet Allocation 
	Slide 63: LDA = Imposing Prior on PLSA
	Slide 64: EM computation
	Slide 65: Some background knowledge
	Slide 66: pLSA vs LDA
	Slide 67: Variants of topic models

